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Abstract. Leakage of protected data became an acute topic. The system tracking who, where and when has accessed
a certain record of such a type of data could be a help in investigating vulnerabilities and weaknesses in defense. Also, it
could name and point out responsible staff for the leakage with all legal and justice consequences. The paper considers
an approach to build a system to register such kind of facts. The essence is to apply the distributed ledger technology,
which is an open data storage with data. The system allows you to identify users who are trying to retrieve valuable
information. At present, a technical and theoretical basis is ready for such solutions. Analysis of the current situation
in the area under consideration shows that all the leading players in this segment of the IT market, in parallel with
the development of mathematical models and methods of problem-oriented data mining, pay significant attention
to the development of special software and hardware tools to support the performance of such tool solutions.
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1. INTRODUCTION

In the coming Industry 4.0 epoch, data is of a particular value. Personal digital identification, medical
data, accounts at telecom operators’ services, users’ behavior profile on the Internet, financial and bank
accounts statuses and transactions easily become a trade object (TAdviser 2020). Regardless of commercial
purposes, there will always be examples of dishonest use: from the deliberately malicious use of the fake
digital identification or blackmail to practically legal methods of determining the credit scoring points for
loan agreements, including fraudulent phone calls, e-mail spamming, phishing attacks and other challenges
of the early stage of the rapid digital economy growth.

The principal problem of these growth ills is that even after the so-called data anonymization or obfuscation,
actual data owners can be relatively easily recovered indirectly. If we are talking about a person, then it can be
biographical facts, the profile of his calls, contacts on social networks, mailing lists, recruitment, preferences
when visiting Internet resources. Even when a company name is not present, the profile of banking operations
did not give a reason for well-informed people to doubt which company they belonged to. With the current de-
velopment of data aggregation and analysis technologies, it gets simpler and easier to identify the owner of a par-
ticular digital profile, and the more data is subjected to the machine analysis, the easier and more accurately the
identification problem can be solved. Thus, sensitive information becomes more accessible and cheaper. In other
words, even anonymized data have their own specifics, and people can identify an owner according to these data
specifics with a high probability. Thus, there is a problem to protect privacy even in case of collecting valuable
secondary information. If we cannot resist to collect and analyze data, then we have to make it more transpar-
ent who and when accesses it. Such kind of problem was considered in the literature (Grusho et al. 2019). So,
if we register who and when retrieves data from various, even closed systems, then we can identify a potential
infringer. In this way we could also gather the evidence base of accusation if needed.
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2. EXAMPLE

Obviously, for the treatment of most diseases, it is necessary to collect and use the experience gained by other
doctors in various clinics. The problem of the combined use of medical databases has been discussed at many
conferences and in numerous publications. Anonymization is used to protect personal data in the exchange of
medical experience. However, as it was mentioned above, overcoming such protection with a malicious intent is
quite possible. The method of using functional dependencies in databases has long been known (Su and Ozsoyo-
glu 1987). The method includes multiple, specially created requests to the database. Moreover, in these requests,
valuable information of interest to the potential adversary can be only indirectly indicated. At the same time, the
summation of the results of queries gives the adversary the chance to unambiguously determine the diagnosis of
a particular patient and other valuable data. If you remember the sequence and content of the requests made by
the opponent, you can identify her/him and their targets. Note that one can use databases of various clinics under
the guise of noble goals.

3. TECHNOLOGIES AND PROPOSALS FOR TECHNICAL SOLUTIONS

Next, we will formulate the requirements for a tool to track attempts to obtain valuable information. We will
also consider the existing technologies that allow building such a system (Piskovski et al. 2020). Thus, we’ll con-
struct in the whole the design and thereby prove the following statement:

Modern technologies and methods make it possible to develop and implement a publicly available system that
tracks who, where and when accessed data, regardless of where this data is processed and stored. The system allows
you to reliably identify who is trying to obtain valuable information. At the same time, the system itself is protected
from unauthorized access and data collection.

Since this system collecting queries and accesses becomes also an attractive target to attack, we also have to pro-
tect this tool and its data. Since the system registers facts of data queries and accesses from different organizations,
the most important aspect is to protect the integrity and ordering of such data. Moreover, the adversary is unknown
a priori, so it is necessary to remember the requests of all users. Confidentiality is required to protect the analytics of
the collected data. Thus, we have to close sensitive information storing in the system, and only authorized personnel
can access it. An essential requirement is the amount of information stored and the growth rate of its volume. So, we
should integrate distributed databases in order to carry out analysis concurrently for many users.

Summarizing all mentioned above, we could formulate the following principles:
1) Decentralization. This concerns access, storage and accounting. There should be no logical control center.
2) Excluding any falsification.

3) Data are going to be a kind of currency. Therefore, like crypto wallet owners track all their transactions, in-
formation owners should be able to see the registered events of a successful access to their protected data, when,
how and who performed those actions.

4) Only a board of authorized representatives should have a full access. The minimum number of such rep-
resentatives is regulated by a public agreement. In other words, only a qualified number of representatives could
retrieve all information stored.

5) The system is to store anonymized data, namely identification numbers of the participants, and it should be
technically impossible to restore the owners. Because of this, such a system can be opened and combine the logs
of several operators of personal data without the risk of direct compromise.

Distributed ledger technology (DLT) perfectly meets 1), 2) and 3) requirements. The requirement 4) implies
applying of threshold signature scheme (TSS) (Stathakopoulou and Cachin 2017). The requirement 5) implies the
Diffie-Hellman approach. As practice has shown, the use of mentioned technologies requires a thorough theoreti-
cal consideration for not only meeting the requirements, but also for proving the algorithms robustness and the
fundamental lack of technical capabilities to compromise the system (Baird et al. 2019).

Considering technologies and their roles in the system we start from hash function. A hash function is the
primary security tool for DLT. A block in a block chain or a vertex in a directed oriented graph contains, among
others, payload, a timestamp, its own hash checksum, and the hash sum of the previous block or vertices. The
most frequent exploited property of hash functions is an asymmetry in producing direct check sum and solv-
ing an inverse problem. The field nonce contains a random number, which is used in calculating checksum via
hash functions. Given this value a direct checksum calculated is obtained easily and almost immediately while
an inverse task to find this field is a kind of NP-hard problem. This property guarantees the integrity and content
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unchangeability for DLT blocks and vertices. In fact, hash function usage had been created to limit spam in email
systems. The constraint of zeros in the first 20 bits of checksum is imposed when the hash value itself is as many
as 160 bits long. Its analogue in BitCoin has more stringent restrictions, namely the hash function value must be
less than a certain constant. The constant depends on the current computation speed to control the rate at which
new blocks appear in the distributed ledger.

Another technology concerns identification. The Diffie-Hellman approach is used to identify accounts in cryp-
tocurrency systems. Signature forgery also belongs to the category of NP-hard discrete logarithm problems over
a finite field. Since keeping the secret part of the key is not recommended on untrusted devices, the signature of
the secret part of the account holder is only allowed on a device fully controlled by the owner, including interfaces
with other devices.

DLT is a decentralized system (Churyumov 2016). BitTorrent protocol is developed for the distributed storage
and exchange of contents (files) in a peer-to-peer network. Various protocols, similar to BitTorrent, are well fitted
and used to maintain referential integrity in DLT systems.

The task to provide transparency and correctness of data initiates a usage of DLT transaction technologies. This
kind of technologies essentially depends on DLT models and their consensus protocols.

In implementing the considered tracking systems, we have to provide an extremely high performance. Also, the
solution is to be well scalable and expandable. For example, the performance of SWIFT network is 50 thousand
TPS (transactions per second), Visa — 45—65 thousand TPS (Hauge 2018; VISA 2021). The system under con-
sideration should be many times faster. In order to decide which of DLT model can be applied to build the system
we consider 4 DLT types: Blockchain, Directed acyclic graphs (DAG), Hashgraph, and Holochain.

3.1. Blockchain

Blockchain is a linked chain of blocks. In general, this method implements the hash Merkle tree (Wikipedia.
Merkle Tree.; Becker 2008). There are more than 20 DLT platforms and about 30 consensus protocols referred to
this model with performance from dozens to millions TPS.

3.2. HashGraph

HashGraph (the platform Hedera) is a directed acyclic graph; each node stores its own history of events (ana-
logs of blocks in a blockchain) and exchanges information using a specific proprietary gossip protocol. HashGraph
is a running consensus algorithm related to Asynchronous Byzantine Fault Tolerance (ABFT). All this provides
high scalability while maintaining reliability with performance about 300 TPS (Baird et al. 2019).

3.3. Holochain

The Holochain model (Harris-Braun et al. 2018), according to its developers, represents a separate branch
of the DLT. The Holochain platform consists of a network of agents maintaining a unique chain of sources of
their transactions, combined with a common space implemented as a validation, monotone, sharded, distributed
hash table (DHT), where each node applies validation rules for this data in the DHT. According to the Holo-
chain developers, the platform maintains system integrity without introducing consensus. Holochain, like Hedera
(HashGraph), uses the gossip protocol for nodes to share information about the shared experience of other nodes.

3.4. DAG

DAG is a directed acyclic graph, a highly scalable alternative to blockchains for building DLT. It’s worth to
note that HashGraph can relate to DAG as well.

DAG is also a standalone DLT method (Directed Acyclic Graphs) with extremely high performance (millions
TPS) and scalability. Any node in the peer-to-peer network can both check and create messages containing in-
formation registered in the registry. Unlike HashGraph, all nodes in a DAG perform a double function: not only
validating, but also representing a verified transaction.

There are two types of DAG platforms: blockDAG and txDAG. In blockDAG, each vertex contains a set of
transactions, which is similar to the concept of a block in a blockchain. What makes block DAG different from
blockchain is that each block can be hash-targeted to multiple parent blocks.

Unlike blockDAG, in txDAG, each vertex of the graph represents a unique transaction, and the diverging
branches of the vertex must contain disjoint transactions. This is convenient for resolving conflicts; therefore, such
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a network is less demanding on the computations on the nodes, which, in turn, can improve the performance of
the registry, which in this case is limited only by the network bandwidth.

Also, the performance of DLT systems depends on applied consensus algorithms (Churyumov 2016; Chen et al.
2018). At present there are about 40 different versions of consensus algorithms related to 4—5 quite different cat-
egories. Consensus is required to create a unified access repository database that is maintained by all members.

4. INTELLIGENT DATA ANALYSIS

The observed deviations from the formalized norm of behavior of the curves reflecting the frequency character-
istics of access to the protected personal data by the subjects of IT systems, including bots and applications operat-
ing under the accounts of responsible users, are analyzed for the classification of such deviations along these lines:

— insignificant deviations from the norm; that is, not the result of deliberate (targeted) access attempts;
— representing the result of targeted access attempts or significant deviations from the norm.

Firstly, the tasks of the System in such situations are as follows:

— identification of data access facts;

— causal analysis of the structure of the access facts registered in the System, including the sequence, method,
subject and object of access, in order to classify the attack;

— the choice and optimization of decision-making strategies for attacks classified in this way (together with
the implementation of appropriate measures to counter their consequences).

From the perspective of the mathematical models features and algorithms necessary for the successful identi-
fication and causal analysis of the recorded data, it seems that special attention should be paid to:

— learning from use cases, namely descriptions of previously recorded and studied facts of both successfully-
achieved goals, and unsuccessful attacks);

— operating in a reliable manner, including both very large and small, statistically insignificant samples of ac-
cumulated recorded data;

— conducting an exhaustive analysis of the reasons for the effectiveness to classify the mentioned access attacks
to the protected data in order to form effective means of classification and to develop proactive measures, before
the subject of the attack requests an investigation, and counteraction measures;

— operating both numerical (for example the frequency of occurrence of certain events, and so on) and non-
numeric (that is, the most significant factors of influence and the relationship between them) characteristics de-
scribing the analyzed precedents.

A certain problem here may be a choice of an adequate algorithmic language to describe accumulated prec-
edents. On the one hand, it should be a tool with sufficiently complete descriptive capabilities, because with its
help it is required to introduce all the necessary characteristic features of the studied precedents into the organized
causal analysis. However, on the other hand, we would like such descriptive tools to have a minimal complexity,
which can provide an effective search for signs that define the appearance of a precedent.

Together, the abovementioned features of the subject area under discussion, namely the tasks of classification
and the proactive classifying potentially dangerous precursors, allow us to speak of it as one of the areas to apply
data mining methods or Intelligent Data Analysis as a computer analysis assisted by intelligent computer systems
allowing to build reasoning and decision-making schemes (Grusho et al. 2015).

5. HOWTO BUILD INTELLIGENT DATA ANALYSIS

The problem of classification, expertise, evaluation and properly the definition of the norm, which requires its
solution in the framework of monitoring security events (see, for example, ENISA. n.d.), can be reduced to iden-
tification and differentiation of two types of situations:

— randomness, or fluctuation;
— there are signs of targeted malicious activity.

The first step in this process is to select the data description method used to capture the accumulated information
about the observed access events to the protected data. At the same time, the question of adequate expressive and de-
scriptive capabilities of such a method seems to be of fundamental importance: the use of computer tools for analyzing
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the data obtained during the recording of events implies the possibility to represent by its means (perhaps in an implicit
form) all the essential factors, the interaction of which led to the occurrence of subject requests to investigate the attack.
Indeed, only in this case can we count on the acceptability of the results of such a computer analysis. However, in each
particular case, it seems natural to choose an adequate method, since the requirements for the speed of data analysis and
their real volumes in solving applied problems can be extremely sensitive to the volume of calculations that arise here.

When organizing the discussed classification, examination and evaluation of the results of monitoring the facts
recorded by the System from the point of view of the presence of precedents, it seems natural to require that the
actual process of calculations, computer analysis of data and the procedures for evaluating its results assessing the
sufficiency of grounds for accepting the results of the performed examination were separated and performed as in-
dependent procedures of the relevant regulations.

The place for an Intelligent Data Analysis in such a process is determined by at least three circumstances. First-
ly, an appropriate computer-based data analysis can be used as an intelligent capability booster, which performs
the same operations as an expert. This allows the expert to understand and unambiguously interpret the results
generated by it, but doing it significantly faster and in significantly larger volumes than the expert using its results.

Secondly, the data accumulated during the monitoring process can be used for the examination and evaluation
of newly recorded events, if the events described in a uniform way that have already been recorded are used as an
appropriate training sample. At the same time, the facts of effective achieved goals and unsuccessful attacks can
be used as a set of examples and counterexamples for organizing machine learning based on precedents. Thus, the
general scheme of the Intelligent Data Analysis can be described in the following three steps:

1. Analysis of accumulated data: recorded facts of access to protected data and recorded requests for investiga-
tion of precedents of violations of legal standards and confidentiality agreements.

2. Formation of empirical dependencies, decision rules.

3. Examination of new incidents conducted with the help of empirical dependencies generated from the train-
ing sample.

When organizing the process of generating such dependencies, you will have to separate two independent fac-
tors according to different principles requiring the use of appropriate analysis tools — mathematical models, meth-
ods and algorithms types of monitoring environments. The first is characterized by large samples of frequently re-
peated events, which allow us to identify stable patterns of behavior. For the second, on the contrary, it is essential
to operate with small, statistically insignificant samples of precedents, where the role of each individual event can
be critically important.

Later in the discussion, we will use the following, in our opinion, convenient concepts and designations:

— Events, incidents that can be qualified as random fluctuations or, conversely, as the result of a targeted
impact.

— Use cases, which are events classified as successful targeted impacts that resulted in a confirmed leak of
protected information.

— Events, that are described as similar to targeted malicious actions, but are classified as unsuccessful; that
is, for which no precedents, that is requests to investigate, have been registered. We will distinguish the following
three cases, namely the cases with the results of the examination being undertaken:

(i) yes, a precedent classified as successful;
(ii) no, a precedent classified as unsuccessful;

(iii) we do not know if there is no or there is not enough data for a reasoned classification of a precedent to be
classified as successful or unsuccessful.

The main purpose of our further discussion will be to review the most significant properties or functionality of
mathematical models, methods and algorithms:

— Primary events analysis, namely formation of a training sample.

— The formation of rules, namely procedures, methods, decision-making rules, and so on, for the classifica-
tion of use cases.

— The formation of security policy requirements due to the classification performed on the basis of the gen-
erated rules.

At the same time, in the analysis of primary events, it is important to pay special attention to:
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— available options for fixing all relevant details;

— the formation of a system for entering recorded data and metadata into the structures, for detailing the de-
scription of use cases in the interests of improving the Intelligent Data Analysis;

— the analysis of the similarities and differences in the available case descriptions.

In implementing the classification of secondary events based on the rules, attention should be paid to the
correctness of the procedures to extrapolate the empirical dependencies expressed by the rules to the descrip-
tions of secondary events in order to ensure a reasoned sufficiency of grounds for accepting the results of the
implemented extrapolation.

6. FORMATION OF RULES FOR THE CLASSIFICATION OF USE CASES,
THE REVIEW OF PROCEDURAL TECHNIQUES

Among the formal procedures used in this field for the formation and classification of security events, the
following two classes of mathematical models and methods deserve the most complete attention:

(a) Search for stable regularities in the accumulated data.
(b) Check of the feasibility of the accepted restrictions of standards and rules for working with protected data.

In turn, the first of these two classes is seemingly appropriate to divide into two subclass treatments, which
use significantly different models, methods and algorithms:

(al) large, that is containing sustained repetitive statistically significant regularity in the behavior of objects;

(a2) small, that is not statistically significant collections of precedents. In the case of (al), the most widely
used mathematical techniques of Intelligent Data Analysis are regression analysis and case clustering, as well
as various variants of Bayesian inductive inference technology. Apparently, the most complete version of the
implementation of these mathematical data analysis tools can be found in the SAS Enterprise Miner and SAS/
STAT software packages offered by the SAS Institute (SAS Institute Inc. 2013; SAS Institute Inc. 2015). Neural
network technologies, for example Kohonen self-organizing maps (SAS Institute Inc. 2013), are quite popu-
lar. Tools for analyzing web links, for link analysis in Web log data-see, for example, (SAS Institute Inc. 2013),
which are focused on extracting regularities persistently repeated or on the interrelated information about who
visited the corresponding web servers, when, and with what requests in stored log files or corresponding data-
bases, are widely used. As a rule, when analyzing security events, such tools help you determine what actually
happens and whose actions cause those events.

Special attention should be paid to models and tools for analyzing associative relationships. Here, along with
the well-studied problems of restoring various types of correlation dependencies from empirical data, pair cor-
relations, correlation trees, and the like (see, for example, SAS Institute Inc. 2013; Pearl 2000), solutions based
on the so-called Association Rules, Agrawal (1993; 1994) are increasingly being developed.

In the case of (a2), the situation is not so good. Many models and technologies that are successfully applied
in case of (al), when they use the appropriate algorithmic procedures for analyzing data on small samples of use
cases, cease to be mathematically correct. Thus, the question of trust in the results generated, that is whether
there are sufficient grounds for their acceptance, becomes a critical factor in deciding whether certain approach-
es are applicable in specific applications.

As early as at the turn of the 1960s and ‘70s, Plotkin (1970; 1971) showed that, as in the situation with the
resolution method, the problem of generating minimal inductive generalizations for sets of first-order predi-
cate logic formulas has exponential characteristics of computational complexity. Attempts to circumvent such
difficulties, for example, by using certain discrete procedures for inductive generalization of descriptions of ac-
cumulated precedents quite quickly run into the problems of exponentially rapidly growing performance re-
quirements. Finally, the latter results usually into solely academic significance, that is far from real applications.

Situations of type (b) are typical, in particular, for an extensive class of problems of checking the correctness
of the System construction, and the register of registering the facts of access to protected data.

Using mathematical technique of the so-called correct algebras over a set of incorrect or heuristic algo-
rithms was proposed by Zhuravlev (1977, 5—17; 1977, 21-27; 1978) and successfully developed by his school
(Zhuravlev et al. 2006; Rudakov 1986). This technique can also provide additional opportunities for organizing
Intelligent Data Analysis in case of (a)-type problems. It can also be useful to use formal models of empirical
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induction on structural, that is non-numeric descriptions of precedents and methods for optimizing the com-
binatorial search that arises here, developed by the school of Finn (Finn 2009; 2011; 2012).

Concluding the brief review of the approaches, methods and models of Intelligent Data Analysis undertak-
en in this Section, it seems appropriate to draw attention to a number of significant limitations specific to the
technologies considered. Hopefully, these circumstances can be an incentive for the development of new, better
solutions. So, the most significant bottlenecks are the following:

— independence of factors or variables for performing correct statistical analysis within the framework of
the Intelligent Data Analysis;

— reliability of working with small, namely statistically insignificant, samples;

— the completeness of the causal analysis performed within the framework of the Intelligent Data Analysis,
namely the completeness of the set of identified factors and of the recorded precedents;

— the use of only explanatory variables in regression interpolation and the problem of completeness of the
factors that characterize the use cases;

— the necessity to use the Intelligent Data Analysis, including processing of structural, non-numeric ob-
jects, which are also endowed with numerical characteristics;

— the need to assess the sufficiency in order to accept the results, including extrapolation to new objects of
empirical dependencies, which are obtained in the process of interpolation of the training sample data;

— the need to overcome the curse of computational complexity, which is caused by the presence of difficult-
to-solve iterative problems in the subject area under consideration. Those problems, for example, the so-called
problem of controlling and optimizing combinatorial iteration, have a critically significant impact on the per-
formance requirements of the corresponding application software systems.

7. INTELLIGENT DATA ANALYSIS AND HPC TECHNOLOGIES

Analysis of the current situation in the area under consideration shows that all the leading players in this
segment of the IT market, in parallel with the development of mathematical models and methods of problem-
oriented data mining, pay significant attention to the development of special software and hardware tools to
support the performance of such tool solutions.

As such, the SAS Institute company, along with the development of the functionality of its products SAS En-
terprise Miner, SAS / STAT, SAS/OR, SAS Constraint Programming Solver, and so on, develops related HPC
technologies (IBM Cloud Services 2021), whose task is to optimize the computing execution environment and
ensure the maximum possible performance of the Company’s basic solutions.

8. CONCLUSION

The paper proposes a new approach to protect valuables. The idea relates to computer auditing, which was
outlined in (Grusho et al. 2015), based on the responsibility for violation of information security rules. In the
public information space, it is advisable to build a database for tracking user access to a distributed database
based on DLT. The paper proves the possibility to build such a system via existing technologies.
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